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PREACE

The purpose of this Technical Note (TN) is to describe the Air Weather
Service Primitive Equation CAHBll) models, both the 6-layer M6) and 7-layer
M7) versions. No will Present a brief history of the models at the Air Force

Global Weather Central (APGWC) as well as their forerunners at the National
Meteorological Center (UNC). Ne will then present the technical details of
the ANSPE models. In Part 11 we will describe the new 7L ANUPE model.
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developing the 71. AUM model.
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PART I: The 6-Layer ANSPE Model

Major Terry C. Tarbell
Captain Fred P. Lewis

1. INTRODUCTION

The Air Weather Service Primitive-Equation (AWSPE) model, also
referred to as the 6-LAyer (6L) ANSPE, is a dry version (that is, no moisture
variable is forecast) of the Shuman-Hovermale model (Shuman and Hovermale,
1968). Before discussing the history of the 6L ANSPE, it is appropriate to
present a brief history of the Shuman-Hovermale model.

1.1 The Shuman-Hovermale Model at INC.

On 6 June 1966, the Shuman-Hovermale six-layer primitive-equation (6L
PE) model became operational at INC (this entire subsection was adapted from
Shuman and Hovermale, 1968). The 6L PB was the first primitive-equation (PB)
model used operationally anywhere.

The 6L PB model replaced the Creasman (1963) three-level filtered
equation model. The Cressman model and its predecessors at NNC were all based
on Rossby's (1939) idea that the principle mechanism in the short-term
prediction of large-scale atmospheric motions is the conservation of the
vertical component of absolute vorticity. The application of Rossby's idea
leads to the use of differentiated forms of the equations of motion rather
than the "primitive" equations themselves. Charney (1962) neglected the
time-rate-of-change-of-divergence term in the divergence equation. The
resulting equations are called *balance equations" and these equations
"filter" or eliminate the fastest moving waves (inertia-gravity waves)
permitted by the primitive equations. Thus, the only motions permitted by the
filtered equations are the slowly moving meteorological waves of interest.

By 1959, NMC scientists realized that further advances in numerical
weather prediction (NWP) would be severely limited unless the primitive
equations themselves were used. This led to the development of the 6L PE
model between 1959 and 1966. Many obstacles, such as computational
instability, had to be overcome in the development of the model. After the 6L
PB was developed, it did not meet operational timelines because it required
many more calculations than the Creasman model. However, two events occurred
that made operational use of the model feasible:

a. The development of a new generation of computers and the installation
of one of them (a CDC-6600) at INC.

b. The Automated Weather Network (ANN) that collected data significantly
faster than before, thereby permitting an earlier 6L PE start time. The
operational implementation of the Shuman-Hovermale model will always be
remembered as a major achievement in the field of numerical weather prediction.

o1.2 Performance of the Shuman-Hovermale Model.

o1



Shuman and Hovermale (1968) presented the S-1 scores (Teweles and
Wobus, 1954) for the months between June 1966 and August 1967 for the
barotropic model 36-h 500-mb forecasts and for the 6L PB 36-h 500-mb
forecasts. The 6L PE model set the record low S-1 score for any month four
times and set records for seven months of the year. The 6L PE S-1 scores beat
the barotropic model S-1 scores by an average of 6 points for the 15-month
verification period. Since an improvement in S1 score of 4 points is
considered good, an improvement of 6 points is indeed impressive.

Many other statistics also led to the conclusion that the 6L PE was
far superior to the Cressman model. Thus, the use of primitive-equation
models to forecast the atmosphere was firmly established.

1.3 A 6-Layer Primitive-EguatioL Model at AFGWC.

The 6-Layer AWSPE (6L AWSPI), a version of the Shuman-Hovermale model,
was implemented at AFGWC on 4 May 1975. The 6L ANSPE was the first
primitive-equation model to be used at AFGWC. It currently runs four times
daily in the Northern Hemisphere producing 72-h forecasts for the 00 and 12
GMT data times and 36-h forecasts for the 06 and 18 GMT data times. Tarbell
and Hoke (1979) presented a description of how the 6L AWSPE fits in the
operational production system at AFGWC.

The previous operational forecast model at AFGWC was SIXLVL, the
Six-Level Quasi-geostrophic Forecast Model, described by Palucci (1970).
Unlike the 6L AWSPE, SIXLVL is a filtered model. Flattery (1975) reported
that the formulation of SIXLVL is based on a number of assumptions and
approximations including:

a. The horizontal wind is assumed to be nondivergent.

b. The static stability is a function of pressure only.

c. An artificial term is included to stabilize the long waves.

d. Surface friction is included only in the form of a modified vertical

velocity.

e. The Coriolis parameter, f, is assumed to be constant for certain
equation terms.

f. Some smaller-magnitude terms have been omitted from the model
equations.

The 6L AWSPE model does not use any of these assumptions. Thus, after
implementing the 6L AWSPE model, AFGWC realized improved forecasts similar to
the improved forecasts that occurred at NMC after implementation of the 6L
PE. Major differences between 6L AWSPE and the SIXLVL combination can be
expected in vertical velocity and vorticity. In the SIXLVL model, vertical
velocity fields are dependent only on the stream function. In the 6L AWSPE
model, the vertical velocity field is derived directly from the total rate of

2
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change with respect to time in the pressure field and therefore can be quite
different in both detail and magnitude.

In the SIXLVL model, the winds are diagnosed and remain nearly
geostrophic. In the 6L ANSPE model, the wind components themselves are
forecast and significant ageostrophic components result. Thus, the 6L ANSPE
vorticity centers can be displaced from the positions that would be expected
from the height-contour pattern.

Since SIXLVL's lowest forecast level is 850 mb, another forecast model is
used to provide surface forecasts. Originally developed by Reed (1963),
1NPROG produces the 1000-mb forecast by advecting the 1000-500 mb thickness
with a portion of the 500-mb wind field. In the 6L ANSP! model, surface
forecasts are obtained through the dynamic evolution of the three-dimensional
model atmosphere using a terrain-following coordinate system.

The remainder of Part I of this Tech Note gives a technical description of
the 6L ANSPE model. Section 2 contains a description of the vertical and
horizontal model domains and the set of primitive equations used. In Section
3, we present the model finite-difference equations and other physical
parameterizations. In Section 4, the sequence of calculations used to compute
the forecast are detailed. Section 5 contains the procedure used to
initialize the 6L ANSPE. In Section 6, we present the procedure used to
calculate the forecast fields on mandatory pressure surfaces. Section 7
contains a comparison of the 6L AMSPB with the original Shuman-Hovermale
model. Section 8 describes the subroutines in the 6L NP and contains a
basic subroutine flow diagram for the model. This section is mainly for use
by AFGWC/TSIN programers and may be skipped by other readers. Section 9 is a
summary of Part I.

2. ASNP- MODEL CHARACTERISTICS

2.1 The Primitive Equations.

The hydrostatic meteorological equations for a model with a vertical
sigma coordinate and horizontal Cartesian coordinates on a conformal polar
stereographic projection of the earth are given by Shuman and Hovermale
(1968). They are:

a a U ( am am
-Vf-v- +UL-

at aa ax ay (2.1)

au au j, a

3L au am am

av +~n +, (f
+ o -,(2.2)

+m" aV + ay ay -,

3



,o *e8-aa 0, (2.3)

ae ae36 ae 38at ax -a ' (2.4)

41p ~ a. +_-a(
7 ay a(2.5)

a a am

- )RICp (2.6)
0

where a is defined an:

a _ P _ P (2.7)
PL -Pv

These six equations are written in the six dependent variables u, v, a,
, w , and p. It Is worth noting that x and y are the two horizontal

Cartesian coordinates on the projection while u and v are the x and y
components of velocity true on the earth. The map factor, a, is the ratio of
a distance on the projection to the corresponding distance on the earth.
Therefore, we can write

uproj - mu (2.8)

Vproj - my (2.9)

4
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whr Ut an V~i ru are the hoirisontal velocity omponents anthe
conformal projectfon.

The definition of sigma given by (2.7) Is a generalization of Phillips
(1957) vertical coordinate a a p/p*, where p* is surface pressure.

2.2 The Vertical Domain.

Fig. 2.1 is a depiction of tbe vertical structure of the 6L ANMPE
mnodel. The model contains four separate sigma domains that contain the seven
vertical layers. The lowest sigma domain In a planetary boundary layer with
the vertical coordinate defined by

a (2.10)

The second signs domain consists of three layers and constitutes the
reminder of the troposphere. The second sigm domain in defined by

where jpj* is the pressure at the tropopause. The tropopause is considered to
be a material surfacol that Is* 02 = *

The third sigma domin consists of two layers and constitutes the model
stratosphere. The stratospheric domain is defined by

P 00-e (2.12)

2

where p0 is the pressure at the top of the model (p400mab).

The level at the top of the stratosphere (k-0) is also treated as a
material surface.

The topmost sigma domain Is a layer of constant potential temperature. It
* Is defined by

(2.13)
PO
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Figure 2.1. Depiction of the vertical structure of the 6L AVSPE
model.



This seventh layer is included for its computational rather than its

meteorological properties.

2.3 The Horizontal Grid.

The horizontal grid is a regular square mesh on a polar stereographic
projection true at 60H. For this projection,

M 0 (1 + sin 601(1 + 64A s) (2.14)

where 0 is north latitude. Centered at the North Pole, the horizontal grid
consists of 53 X 57 (3021) points (see Fig. 2.2). The grid increment is one
bedient (381 ks) at 603. The AIfEC Northern Hemisphere octagon grid is a
subset of points within the ASPS horizontal grid (see Hoke et al.* 1981).
Model forecasts produced outside the octagon are not used. The boundary
conditions at the edge of the rectangular grid and the initialization
technique employed between the octagon and the rectangular grid combine to
produce less reliable forecasts outside the octagon. The lateral boundary
conditions and the initialization procedure are discussed in later sections.
The purpose of the boundary region is to provide a buffer sone between the
walls and the active meteorological areas.

2.4 Prognostic and Diaanoetic Variables.

The forecast or history variables are u, v, 0, and po The diagnosed
variables are 7, z, i, and p. In Fig. 2.3, we show that u v, and 0 are
defined at the half levels and p, r, 6t and z are defined at the full levels.
Actually, 6 is defined at the center Roint of each square formed by four grid
points at which z, , and p are defined (see Fig. 2.3). The methods used to
calculate these variables are presented in sections 3 and 4.

3. FTNIT3-DIFFERUIIC3 FORWLATION OF TOR £ 163 NOML.

4, In this section, we will present the model finite-difference
equations, the PSL friction parameterisation, the method of calculating a,
the lateral boundary conditions, the horizontal smoothing and the time
smoothing, the pressure-gradient-averaging methods, and the techniques used to
compute omega (w), which is the vertical notion in pressure coordinates.

3.1 AUSPI Finite-Difference Nquations.

Shuman and Hovermale (1968) introduced a convenient short-hand
notation for the description of finite-difference formulations which is now
used almost universally. Differencing and averaging in the x-direction are
written an

f -f
f x (3.1)z -.

7
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Figure 2.3. Schemtic box connecting eight adjacent grid points,
taken from Shumn and Novervale (1968).
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-+ f- (3.2)

who:. I is the secial nhmiber of a point in the x direction. The use of more
than one superscript or subscript mans

ixx -X (3.4)

Values of f are defined at grid points on the borisontal grid. 'Therefore,
values of fx and PX represent values between grid points. Tbe following
combinations of operations are examples of comin finite-ifference operations:

f..1 - 2fi-+1
xx X4* .% - i-

Using the Shuman-overusle Uinite"diffeenae notation, the
finite-difference representations of (2.1) through (2.5) are written:

(3.*7)

4. x p x
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t -

y0 -y O
," X P y

* ~ ~~xg-g, ~UY ~(3.8)

gz +.ceew 0, (3.9)

o * -X

et + [(a a i4L~ax ;V 0 y +j 0 (3.10)

Put Xy U-P;X+ . y
+ " Pa 0 y 0

.ft*

The I over the pr-*ure-gradient-force team in (3.7) and (3.8)

represents the premmre-averging echnique of B~rown and Ceepana (1970).
in this technique, the prsure-gradient force In computed at thee time steps
(t+l, to and t-l, where t Is the time step) and then averaged an follows:

t t+ t-1(3.11) --0

This technique is nmerically stable for a - 0.25. In practice, a ,, 0.245
foe the firt thx forecast ours a d to tanm st at an 0.25 fo the emainder
of the foresat. The-averaging techniqee allws the tie

nhictioal dissipation Is osloae oiered in the model boundary

layer. Thus, verticl mhmentum exhange te an tnurblent (ubgrid-sllo)

efolesr Is irameteried In the mde bounday layer. he fior term ix
and th In (3. ) and (3.8) have the iolloing tormt

stepusedbg he mdel o b douled

,t
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F .e Cv[ WY)f , (,XYle jXV (3 . 13)
x ap

(Ifj4~f, Y 2
1  XY (3.14)y - pt (i) +''] y -

where p is the standard sea-level density and Ap - S0 ub. The drag
coefficient, CD, Is modeled after Cressman (1960) and has a large horixontal
variation that is positively correlated with terrain height.

3.3 The Calculation of 0Slams Dots.

The method used for computing j follows almost directly from the
finite difference form of the po tendency equation (3.11) and the fact
that 0 at levels a a 6G, 2** 0, and--1.

First, p. - 50 nb In the boundary layer end is constant In time and
space. Thus, if vs remove the T operator, (3.11) my be written as

- . (3.15)

but,

ho

wher

1o8)6-0, ho-i

and

)5 # * )..( yVY * *i (3.17)
x V x

In the tcoposphere, a different approach must be used, since p varies in

time and space. Nowver, ps must be linear with respect to u ,a therefore
Poo -0 . Using this fact, an equation for 4, can be found and then

(6r)4 and (6 )3 can be computed. Differentiating (3.11) with respect to
yields

12
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aO x +ay

(3.18)

After defining Dk as

;'Y alypy ,,.,ypx +YjY V.X _ - ,yy+'
Sa ox oy a ax x a y k (3.19)

then (3.19) an be written a

k + I Tk " T L Ok (3.20)

Applying (3.20) at levels k - 3 and 4 yields

U# 5 T)3 - 2(;T)4 V AV 4

(0T14 9' (OT) - 2(J , (3.21)

Solving (3.21) for (4T)3 and (6T)4 given that

T) ]"
5 (P ) 5 (3.22)

and (a T ) 2 0 yields

(0T)4 - 1/3 {21OTJ5 - (IV4 + V)) (3.23)

T )  113/ ( T) - Auo21 3 + V4 1 (3.24)

Similarly, in the stratosphece

(%A - V (3.25)

"S 0 (; $ 0 * 
(3.26)
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3.4 Lateral Boundary Condition.

The 6L ANSPE has rigid impermeable walls between the two outermost
grid rows (see Fig. 2.2). No heat or momentum is allowed to pass through the
boundary, although flow parallel to the boundary is permitted. In finite-
difference form these conditions may be written as:

Ux 0 j ex  0 VX  0 P X" 0 1
(3.27)

for x-constant

: and for y - constant

- 0 VY 0 Y- 0 Pay 0 (3.28)

These conditions lead to the reflection of pure gravity waves at the

boundaries.

3.5 Thermodynamic Forcing.

The eddy flux of heat from ocean surfaces is parameterized after the
work of Lorenz (1962). The boundary layer is only heated if the sea surface
temperature is greater than the boundary-layer potential temperature
(9). The 6L ANSPE model uses mean monthly sea surface temperature fields to
derive the heating rate. The boundary-layer heating rate is given by

H - K (6 T)- y
W (3.29)

where K - 10 - 4 8 - 1 and Tw is the sea surface temperature.

3.6 Horizontal Smoothing.

Explicit horizontal space smoothers are not used in the central
portion of the model domain (north of 20N). Below 20N, two types of smoothers
(tendency truncation and lateral diffusion) are used.

The tendency truncation is applied to the u, v, 0, and p,, equations. This
form of smoothing is used to reduce noise in the Tropical regions of the
model. The model uses half of the computed tendency for the above variables
below 1ON and the full tendency at and above 20N. The two zones are blended
linearly between 10N and 20N.

The lateral diffusion "suootherO is introduced into the u and v momentum
equations as follows:

- m (u tendency terms) + A"(KAU) (3.30)
at

14
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* (v tendency terms) + A-(K~v) (3.31)

where

0 >. * 20N

K x1 6 2[(f - OL ;1 11X0M 1 ION < f< 20M (3.32)

0*< ION

3.7 Tim Smoothing.

Because the model uses centered (leapfrog) time differencing, a time
smoother is applied to control time splitting. The time smoother has the form-.

(n) n (f-1) - (3.33)

where Wu represents the variables u, v, 0, and p.j i represents a given time
level; and a - 0.075 for even time steps and -0.075 for odd time steps.

3.8 Computation Of Oma.

Omega (w) is computed only for output for use b~y forecasters and
other models. The model's vertical motion parameter is wsigma dotO (the total
time rate of change of sigma) since the AWSPE model was formulated using sigma
coordinates.

Omega is computed directly using

WxA at ax ay~ 'a (3.34)

or in finite difference form

x yy

The value of w is then averaged over 2 h (6 time steps for which at *1200 a)
before output. For instance, the omega value OvalidO at the 3-h forecast
point would be an average of the values between forecast hour I and forecast
hour 3.

i5



3.9. Computation of the Geopotential Height.

The geopotential height for the 6L AWSPE is computed directly from
the finite-difference formulation of the hydrostatic approximation. Eq. (3.9)
is integrated in the vertical, given the terrain height, potential
temperature, and pressure of the sigma levels. Values of 40 computed at the
whole levels are averaged to the half levels where they are used in computing
the u and v tendencies.

3.10. Dry Convective Adjustment.

The 6L ANSPE model applies a dry convective adjustment procedure to
remove superadiabatic lapse rates and thus maintain model stability. Haltiner
and Williams (1980) show that the phase speed of internal gravity waves is
given by

C z (3.36)
,u +k

where p and k are the wave numbers in x and z, respc;tively, g is gravity,
and I is the mean value of the potential temperature using a standard
perturbation analysis with

e T(Z) + e'(X,Z,t) (3.37)

When the vertical lapse rate is superadiabatic, 3z becomes negative and the
phase speed is complex. Thus, the internal gravity wave is unstable and will
grow without bound; i.e. the model will become computationally unstable.
Therefore, dry convective adjustment is applied in the model to adjust all
superadiabatic lapse rates to the adiabatic or neutral position with D6 - 0.

9z

4. THE 6-LAYER AWSPE MARCHING PROCESS.

The finite-difference equations are solved as follows:

a. Given initial values for u, v, 6, and po ,the future values of
these variables are computed using (3.7) through (3.11). In order to apply
the pressure-gradient-averaging technique, the future values of p0 and 9 must
be computed before the pressure-gradient force can be calculated. First & is
computed using the method given in Section 3.3. p is now forecast from
(3.11) and 0 is computed using (3.10). Note Lhat I is not forecast in the
isentropic top layer. Next, the pressure value *, levels 0, 1, 2, 3, 4, 5,

16
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and 6 for the future time step N+1 (where N represents an arbitrary time level
or step) are computed by summing p0 downward from the top level (-1) where p

0.

b. Exner's function, ff , at time step N+1 is computed from
(2.6). Then (3.9) is used to compute the height fields, z, at levels 5
through -1 for time N+1 given the terrain field at level 6. The
pressure-gradient force can be computed from the values of z , 0, and 7r at time
steps N-1, N, N+1 using (3.7), (3.8), and (3.12).

c. Eqs. (3.7) and (3.8) are then solved for u and v at time step
N+1.

This process is repeated in time until the desired forecast time is reached.
For the first time step, the model uses forward differencing. After the first
time step, a centered difference scheme is applied. Because the model uses
pressure-gradient averaging a time step of 1200s is permitted.

5. INITIALIZATION

The initialization process is detailed in Shuman and Hovermale
(1968). Currently, heights on pressure coordinates, taken from the A1QW
Hough Spectral Analysis Model (HUFANL), are interpolated to the 6L AWSPE
sigma-coordinate domain using the temperature fields from the Hough Spectral
Analysis Model (Tarbell and Hoke, 1979). These height values are then used to
compute potential temperature, 0 . The procedure uses a linear balance
equation to compute the winds on the sigma domain given the height and
potential temperature fields.

This balanced initialization procedure typically reduces the mass-weighted
kinetic energy by about 10 to 15 percent when compared to the *ass-weighted
kinetic energy computed from the actual analysis.

6. OUTPUT FIELDS

The model forecast values on sigma surfaces are stored in a file on
the computer every 3h of forecast time. A post processor interpolates the 3h
sigma data on sigma surfaces to the AIGWC pressure-coordinate data base. This
interpolation procedure computes the value of u, v, and T for the mandatory
pressure levels by linear interpolation of the sigma-level values in Exner's
function ( r ). The height field (z) at the sigma levels is computed from
the hydrostatic equation. Then, the height and temperature fields are
interpolated in I to mandatory pressure levels. The exact details of this
procedure can be found in the 6L ANSPE Program Maintenance Manual (Andrew
Johnson, 1975).

The pressure-coordinate data base is then stored in the AFGWC
literal-label data base (under literal RTGWCF). This data base is used by
display programs and other models.

17



This literal-label data base contains wind, temperature, and D-value
fields in 3- to 6-h increments from the surface to 100 ub. Fields such as
surface pressure, vorticity, vertical otion (omega), and tropopause height
and temperature are carried at certain levels and times. Values are routinely
forecast in the Northern Hemisphere to 72h for the 00 and 12 GMT data times
and to 36h for the 06 and 18 OW data times. Table 7.1 (from the A GNC Data
Base Handbook) lists the fields stored in the 6L ANPS data base.

i.
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TABLI 6.1. 6L ANSPE Data Base

FIR Labe_ l Level (LL) (nb*10) Forecast Time ('IT) (h)

D-value 'JTAILL 00 03, 06, ..., 24, 30, 36,
48, 60, 72

TTAZLL 85, 70, 50, 40, 30, 06, 12, .-. 48, 60, 72
25, 20, 15, 10

JASZLL so 96

wind TJAULL 00 00, 03, 06, ..., 60

TAU 85, 70, 50, 30, 00, 03, ... , 60, 72
20, 10

TTM" 40, 2S, 15 06, 12, ... , 48, 60, 72

TTOE, an 09

Sfc Pres/ TI'J, w 03, 06, ..., 24, 30, 36
1000mb T

Vertical Velocity 20A1LL 70, 30, 10 00, 03, ..., 60

Stream Function !YSL 65, 70, 50, 00, 03, 48
30, 20, 10

Tropopause 'TALLL Troppause 06, 12, ... , 48, 60,
Pres/I8gt/Teom 72

Vorticity T'TAVLL so 06, 12, 000, 48

19
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7. DIFFERENCES BRTrWN TE 6-AYER ANSPE MODEL AND THE N1C 7-LAYER
SHUNAN-HOVZMLE PR NODEL

The 6L ANSPE is an early version of the 7-Layer Shuman-Hovermale PE
model (7 LPE) used operationally at NN: until August 1980. The basic
structure of the two models in very similar, but substantial differences do
exist. in fact, the L P3 forecasts verify substantially better than the 6L

:" AWSPE forecasts.

Fig. 7.1 shows root-mean-square vector errors at 500 mb for the two
models, the 1-bedient 6L ANSPE and the 1/2-bedient 7L PU for the period
January 1979 to December 1980. One bedient is exactly equal to what we at
AFGWC refer to as whole mesh, see Hoke, et.al. (1980) for further
explanation. This figure clearly demonstrates the quality of the enhancements
made by WMC to their version of the 1966 Shuman-Bovermale model.

We might ask why does the 1/2-bedient L PS verify better than the 6L
ANSPE. Haltiner and Williams (1980) pointed out that reduced phase-speed
error in the weather-producing waves leads to improved short-range forecasts
for models like the L PS. They stated phase speed errors can be reduced by
minimizing truncation errors. Thus, one of the most important reasons why the
6L AWSPE doesn't produce forecasts as good as the WI L PE model is probably
the reduced phase-speed errors due to the 1/2-bedient grid used by the NMC L
PE. Less important reasons exist. For example, the 7L PS is a moist model
that parameterizes latent heating effects. The 7L PR also uses a more
sophisticated initialization technique.

8. A BRI DESCRIPTION Of TEE sBunO('TINEs IN THE 6-LAYER AWSPS PROGRAM

In this section, we will present a brief description of the different
subroutines in the 6L AWSPE model taken from Johnson (1975). This section is
intended for those requiring a more detailed knowledge of the 6L AWSPE.

Fig. 8.1 gives the 6-Layer AXSPE model subroutine flow diagram. The
numbers in the lower-left hand corner of each subroutine give the order in
which the programs are used. The basic function of each module shown in the
diagram is defined below.

UTIM23 - The main routine for the 6L ANSPR forecast model. This routine
controls all the forecast time steps and outputs all the forecast
fields to mass storage.

STARTF - Initializes several of the constants used by the model.

FCST - Manages a single time step for the model forecast variables
(i.e., wind, potential temperature and pressure of each sigma
surface). To take advantage of the two central processors on the
AFGWC UNIVAC lll0s, the 6L ANSPE model utilizes two separate
activities to perform each forecast. Each activity forecasts
half of the model domain for each variable.

20
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Figure 7.1. Objectively verified root-mean square vector errors for the 24h
forecast at 500mb from January 1979 to December 1980 for the
6L AUSPI and DIC 7LPE.
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Figure 8.1. The 6L AWSPE Subroutine Flow Diagram
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PAClXY - Packs or unpacks an input/output (I/O) buffer from or into the
model forecast parameter arrays.

TWil - This routine computes the tendency of the potential temperature
(6 ), the pressure thickness (p.) , and the wind components
( u , v ) for the left half of the forecast domain.

TZMDU2 - Same as TE1iMl except it acts on the right half of the forecast
domain.

T=M281 - Computes the values at the next time step for 0 and p for the
left half of the domain. It also computes the omega fleld.

TEN212 - Same as TN281 except T33212 acts on the right half of the
forecast domain.

DELPHI - Computes the pressure-gradient-force term used to compute
wind-vector tendencies for the left half of the model domain.

DELPH2 - Same as DELPEI except DELPH2 acts on the right half of the model
domain.

UVNAUM - Computes new horizontal wind components from the forecast wind
tendencies.

TIMFIL - Performs a time smoothing of the forecast fields for the wind
components, the pressure thickness fields, and the potential
temperature.

AVGDP1 - Averages the pressure-gradient term in time for the left half of
the model domain.

AVGDP2 - Same as AVGDP1 except AVGDP2 acts on the right half of the model
domain.

UYTNHl - Adds the time-averaged pressure-gradient-force contributions to
the horizontal wind component tendency equations for the left
half of the model domain.

UVTHN2 - Same as DYTN l except UVTMN2 acts on the right half of the model
domain.

The above routines apply the finite-difference equations given in Section
3 to produce the desired forecast. Thus, Fig. 8.1 really represents the
high-level design of the 6L ANSPE model. The 6L AWSPE Maintenance Manual

*contains a more detailed explanation.

9. BLUOIA

We have presented the mathematical and numerical details of the 6L
AWSPE model. We discussed the predecessor of the 6L AWSPE, the NNC 1966 6L
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Shuman-9ovrmele 13 model. This model rpresented a major stop forward in

forecst accuracy wen Implmented at WC In 1l as well as when implemented
at AV=E in 1975.

Like its predecessor at nE, the SL LUmpN model uses the hydrostatic,
sigma-coordinate, primitive equations on a polar stereographic projection of

* the earth. The finite-differenoe form of the equations is based on 2nd-order
finite difference operators. The model domain consists of a rectangular area
centered on the North Pole. At the boundary (near 10), the mel uses an
isothermal, no-slip boundary condition. Terrain is included in the model by
virtue of the sigma coordinate system. Time and space smoothing are used to
control space and temporal noise. Ocean boundary-layer heat flux is
parameterized. Surface drag is applied in the lowest layer, and
pressure-gradient averaging is used to allow a longer time step.

To initialise the model, analyzed heights are interpolated linearly in
Ixner•a function from a pressure- to a sigme-coordinate system. The potential
tmperatures at the sigma levels are computed. winds are calculated using a
linear balance relationship. The model forecasts on the sigma domain starting
from the initial conditions using a centered-time-differencing scheme. The
forecast length is normally 72 h for 00 and 12 OW8 data times and 36 h for the
06 and 18 GMT data times. The forecast fields on sigma surfaces are
interpolated and stored in the AUM= pressure-coordinate data base. The
forecast fields of temperature, wind, height, and other parameters are
available for use by other computer programs.

r
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PAWT Ili The 7-Layer AWSp3 Model

Captain Fred P. Levis
Major Terry C. Tarbell

First Lieutenant Larry G. Renninger
First Lieutenant Allan M. Weiner

10. INRODUCTION

Before discussing the 7-Layer ANSPX model, we will discuss the
problems that led to the model's development. We will then present some of
the advantages of the model as compared to the 6-layer version.

Since its implementation in 1975 the 6L ANSPI program has run on
APGWC's System V. However, System V is dedicated to satellite data
processing. By late 1979, System V had become overloaded with satellite
data. At that time, we propoeed moving the 6L AMSP3 to the meteorological
models and applications computer, System 1, to help alleviate this oaturation
problem.

AFGKC personnel believed after a new UNIVAC 1100/81 computer was
installed as System I, it would be possible to move the 6L ANSPE to System I.
After several tests, we demonstrated that the vast amount of 1/O time required
by the 6L AISPE made it impossible for the model to meet required timelines on
the new System I. This I/O time is required because the model works on only 3
vertical strips at a time. System I has a more powerful CPU than System V,
but the 1/O processing unit is not as efficient. Thus, AGISO decided to
develop an entirely core-contained version of the Shuman-Hovermale PE model
that required few I/O operations, thereby permitting a faster runtime on
System I.

Improvements made to the Shuman-Hovermale model at N14C during the
1970's led TSIN to develop a core-contained version of the NC 7L PE rather
than a core-contained version of the 6L ANSP3. As stated in Part I, the 6L
ANSPE Is a dry version of the original 1966 Shuman-Hovermale 6L PE model.
Same modifications were made during the mid 1970's to the 6L ANSPE to allow a
longer time stop: pressure-gradient averaging, tendency truncation south of
20H, and horizontal apace smoothing. These changes did not significantly
improve forecast accuracy. Thus# AVQWC forecasters and others (e.g., Leary,
1971) continued to identify problem areas in the 6L ANSPE forecasts. Two
examples are the slow phase speed of the shorter, weather producing waves and
the generation of spurious vorticity patterns near the model boundaries, taC
solved both of these problem areas in the 7L PE model by incorporating better
physical and numerical techniques.

25
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To remedy sme of the 6L AlSlS model disadvantages and to efficiently
take advantage of the large memory available (1,000,000 words) on System 1,
AIORC decided to develop 2nd- and 4th-order core contained versions of the HC
7L PS developed by Campana (1977, 1976, 1979a, and 1979b). AFGIC/DO tasked
TSIN with this technology transfer project. The large amount of memory this
model uses (400,000 words) eliminates 90 percent of all X/0 operations and
should allow the 7L AM313 to run operationally on System 1. Furthermore, the
improved numerical forecast techniques (4th order differencing and better
boundary conditions) will definitely improve the model forecasts.

10.1 The 7-Layer ANPE Nodel.

When compering the 7L and 6L A65P3 models, the major improvements in
the 7L version lie In the nore sophisticated numerical techniques used. The
specific techniques are listed below.

(1) The 7L A1eP3 has the capability to use 4th-order finite
differencing for the advoction terms in the equations of motion. Campana
(1978) showed that the 1-bedient grid version of the UIC 7L P3 model with
4th-order finite differencing verifies nearly as accurately as the 2nd-order,
1/2-bedient version. Both the 4th-order, 1-bedient and 2nd-order, 1/2-bedient
models produce better forecasts because they handle the propagation speeds of
the shorter weather producing waves more accurately than a 1-bedient,
2nd-order model. The computer cost of ;% 1/2-bedient model is approximately 8
times greater than for a 1-bedient model, while only about a 40 percent cost
increase is involved in going from 2nd- to 4th-order finite differencing at
the same grid increment. Campana (1978) showed that 4th-order differencing
was a very cost-effective way to improve numerical forecasts.

(2) The L £WSP3 uses the menergy-vorticity" form for the
equations of motion while the 6L £16P uses the "standard" u and v wind
component form of the equations of motion. Shuman and Stackpole (1968) showed
that the finite-difference form of the Istandardw set of equations leads to
spurious vorticity production, while the "energy-vorticity" finite-difference
form does not. Forecasters also have noticed a significant amount of spurious
vorticity generated at the boundaries in the current 6L A£SP3 model.

(3) The 7L A6P3 forecasts winds and potential temperatures at 7
layers in the model atmosphere. The GL ANSP3 forecasts the wind and
potential temperature for 6 layers. c has found that by making the
additional layer an active forecast layer, model verification improves
slightly in the upper layers.

(4) The 7L A151 uses energy-conserving finite-difference schemes
for computing geopotential heights from the hydrostatic equation and for
applying dry convective adjustment. Arakawals (1972) energy-conserving
scheme, as given by Phillips (1974), is used to compute the geopotential
height.

(5) Other differences between the 6L and 7L £1S1 models do
exist. These will be covered by the more detailed description of the 7L ANSPE
model given in the following sections. Section 11 will cover the model
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primitive equations, while Section 12 will present the finite-difference
formulation of the 7L AWEPS. The marching process will be outlined in Section
13. Sections 14 and 15 will discuss the initialization and output fields,

* respectively. in Section 16 we will present the 7L AMSE model flow diagram
and abridged maintenance manual.

* 11. THE 7-LAY3R ASNPE HOWIL CHRACTRISTICS

11.1 The Primitive Equations.

Campana (197S) presented the energy-vorticity form of the hydrostatic
* meteorological equations for a model with a vertical sigma coordinate and

horizontal Cartesian coordinates on a conformal polar stereographic projection
of the earth as:

au u [f + M *L a B

av 2 a1v _q aE a 0ai e F (1.2Uaa f + M ax aY BY ay pa (1.2

ae 2 a e + .2 0a e + Q (11.3)

aay ayBa 115I0 3tatosphere and boundary layer

1 troposphere

where E is defined st
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E (U + V20  (11.6)

where

a 0 z uM, v 0 -M (m111.7)

These six equations are written in the six dependent variables u, v,, 7,
and %. The variables, u and v, are the horizontal wind components, 8 is the
potential temperature, f is the Coriolis parameter, m is the map factor, 0 is

the geopotential height, p, is the pressure thickness between the three sigma
domainsj and v is Exner's function. Q represents heating and for the current
version Q represents only the sea surface heat flux. V represents friction
which is only used in the 7L AHSP in the form of surface drag. The
overriding bar, i-' jn (11.5) represents a vertical average within each
sigma domain. The ) in (11.1) and (11.2) represents the pressure gradient
averaging technique given by Brown and Cmpana (1978).

11.2 The Vertical Domain.

Fig. 11.1 is a depiction of the vertical structure of the 7L AWSPE
model. The model contains seven vertical layers which are partitioned into
three separate sigma domains. The lowest layer is a planetary boundary layer

with the vertical coordinate defined by

0 P-PO (11.8)

The second sigma domain consists of three layers and covers the remainder
of the troposphere. This domain is defined by

,.T T .. (11.9)
(p -5O)-p3

where p** is the pressure at the tropopause. The tropopause is considered to

be a material surfacel i.e., 63 - 0.

The third sigma domain consists of three layers and constitutes the model

stratosphere. The stratospheric domain Is defined by

28

...........

* .2. •..



P-Po 
(11.10)

CSC

The top of the model is specified at p - 50 ob.

11.3 The Horizontal Grid.

The 7L AWSPE uses the horizontal grid described in Section 2.3.

11.4 Prognostic and Diagnostig Variables.

The forecast or history variables are u, v, p_, and e * The diagnosed

variables are 1 , a, o , and p. In Fig. 11.1, we sho that u, v, z, p and i.
are defined at the half levels and 4 and p are defined at the full levels.

. Actually, & is defined at the center point of each square formed by four
*full-level grid points (see Fig. 11.2). The methods used to calculate these

variables will be presented in the next two sections.

12. SECOND- AND FOURTH-ORDER FINITE-DIFFERECE FORMULATION OF THE 7-LAYER
-. AWSPE MODEL.

In this section, we present the second and fourth-order finite-
difference formulations of the model, the parameterization of planetary
boundary layer (PBL) friction, the method of calculation of 6 , the

lateral boundary conditions, the horizontal smoothing, the time smoothing, the
pressure-gradient-averaging methods, and the technique used to compute w .

12.1 The 7-Layer Second- and Fourth-Order AWSPE Finite-Difference
Equations.

Again, we will use the shorthand notation given in Part I (Shuman and

*" Hovermale, 1968). The operator used to construct the second-order version
(i.e., Yx and fx) will remain the same. Campana (1977 introduced the

" fourth-order operators using similar notation. He defines fxh and JXhto

be fourth-order operators for the derivative and the sum as:

Xh 9/(~i to f (+3/ - ) (12.1)
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Figure 11.1. Depiction of the vertical structure of the 71 AWSPE
model.
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dFigure 11.2. Schematic box connecting eight adjacent grid points,
after Shuman and Hovermale (1968).
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-h (j +fJ Il i +% L fi- (12.2)
2 IL " 2

As in the second-order formulation, the derivative and averaging
operator are valid midvay between a set of four grid points. Thus, the
derivative is used to go to the half grid points and the sun is used to return
to the whole grid point.

Nov define the fourth-order operators for the horizontal. First, it
is instructive to define the second-order operators for comparison purposes.
These operators for a horizontal (xy) coordinate system are given bys

x x(ft-JA+ fi--hJA- + fi-A,J-hf fi--hJJ 11.3*7 1

-P " --- (f1/.-,J4 1 - f . - ( 12,3)

Y 2hz f -Lh i41- -,4 (12.4)

" C (f 14  j- , -A ' +f ) (12.5)

where i refers to grid points in the x-direction and j refers to grid points
in the y-direction. The fourth-order operators are found by combinig (12.1)
and (12.2). For a horizontal (xy) coordinate system, these operators are
given by

PYh 1 12.L.43 (fj j -4IJ f i-hJ. + f - f hj4
xh 384-

- 27(f. ,h - fi, ++4 fjA.j1 3 -f
'J'Z/ 2 (12.6)
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-h 384Ax[ 2 4 3-(f ,j - fi+h,j- + f'-h,j+h- fi-h.,j-) (127)

- 27(fl+3/ 2 ,J - fi+3,,j-_ + fi-i 2 ,jA - ,-% 0

- 9 (f+ ,j@+3 - fiAj_34 + f'A-J+2 - f _ hj_3/ )

(j, 2 j+3, 2 fi+ j-3- f 13 3)

+ '+/ 2 2+ f-_%+/2 /,j_%

hYh  1-8l(f±A+,J + + + f1 -1 ,J4 3 + f

(12.8)

9(:+%J + f1 + 3 4 ,j-h + j-

+  +

* + (f j+3 4 j+ %++~ f~3 f.%'J+%+ f'%J-)

These fourth-order operators require mny more calculations than the
comparable second-order ones given by (12.3) through (12.5).

Next, we present the second- and fourth-order versions of the 7L ANSPE.
Campana (1978) found that equally accurate forecasts could be obtained either
by (1) using the fourth-order operators for the non linear advection terms and

final overbar operation only or by (2) using the fourth-order operators for
every operation. Therefore, the fourth-order version we developed uses
fourth-order differencing only for the nonlinear advection terms and the final
overbar operation.

Using the Shuman-Hovermale finite-difference notation and neglecting
heating and friction, the finite-difference representations of (11.1) through

(11.5) for the second-order finite-ifference model can be written (Campana,
_ 1978):
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1.) JS 7 771 7 - ,; .. . -. - . -

- - * Xw;Y .( j7Y (12.9)

x y x x p x

a* m( -Y cl . 63 ] -(,XY) (12.10)

-~ ~ ,2 azyY ,Xxj (xy 1  
(12.11)

x Y y

'at

xv
.1c .-fy Uau ,IA IX(-~r]Edr -y(1.2

m a c x y 6rCI

where Ua ; v~v fciod

The r)over the pressure-gradient-force term in (12.9) and (12.10)
represents the pressure-radient-averaging technique of Brown and Campana
(1976).

The corresponding fourth-order equations are written as:

ItvIf~ + M~ h - jh)l Ph - I ;y + ;---xy (12.13)

xh Yh Xh P p x

-ya-

* - -X -Y~v, Rv - Xk, - 12.14)

*'~x .- (vh-uh); +S ;]-(
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(a .YY - 601Y .

-m (OaV

0 -h
_VxyYh Vxypx Uxy

a a x Y r AyX h Yh T (12.16)

where Uu- v--; (iu-,( )da

Note, as stated before, fourth-order differencing is used only for the
nonlinear advection terms and for the final averaging (final overbar)
operation.

12.2 PBL Friction.

For the 7L ANSPE, frictional dissipation is considered only in the
model boundary layer. The formulation of this frictional dissipation is the
same as given in Part 1, Section 3.2.

12.3 The Calculation of Sigma DotO.

In a manner similar to the 6L AWSP3 model, the method used to compute a
for the 7L ASPE follows almost directly from the finite-difference form of
the p. tendency equation (3.11) and the fact that 6 - 0 at levels K - 7*,
3"*, and 0.

First, p0 a 50 ab in the boundary layer and is constant in time and
space. Thus, if we use the non-vertically integrated form of (12.16) and
remove the we have

P 0 a - (U P;+ P ,~C(jjIj7C + V' (12.17)
x g a

but

(68 _6 a) 6 (12.18)
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where

(a6)7 0; A0 1 (12.19)

and

(08i! , 6, M ( ,*, C) (12.20)
X

A different approach must be eo l.ad in the troposphere since P. varies
both in time and space. However, P0  In linear with respect to a,,
Therefore P0, is equal to zero. Using this fact, an equation for oo0 can
be found and then (25 and (6,)4 can be .amputed. Differentiating (3.11)
with respect to a yid

-V.6VO + - Wj + 0 . (12.21)

Thus defining

jV -- -A + ii- (12.22)
kV a-X Po x O ax ayl

(12.21) can be written as

OFTk. (&rT I-I &T) Aug V (12.23)

35



Applying (12.23) at levels k - 5 and 4 yields

(OT)6 + (
6T)4 -

216T 5 2 D V5

r6 'V -A
2V (12.24)

Solving (12.24) for (;T)4 and (aT)5 and given that

[" (T) 6 p6-pL
(P" - _ ) (12.25)
T T 6 5P ")6

and (OT)3 - 0 yields

/- (25+P4)]1 (12.26)

~Similarly, in the stratosphere
22

I( 26 V&2 (12.28)
2 1 26 - 36 - A I

"*' 36
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Thus

AG -(2D + V
2 3 2 1 (12.29)

AC2 (V + 2)
-3 2

12.4 Lateral Boundary conditions. f

The L ANaPB has the capability to use either the no-slip boundary
conditions described in Section 3.4, or the sponge boundary conditions
developed by Deaven at 1IC in 1979. We will outline the sponge boundary
conditions (NC Numerical Weather Prediction Activities Report, 1979).

The sponge boundary is designed to provide a better forecast near the
outer edges of the model domain by damping waves traveling toward or away from
the boundary. To damp these waves, the following term is added to the u, v,
0, and Po tendency equations at the second through sixth grid rows from the
boundary:

L

K[* * + *+ *.i - ,.

0 0 0 0 04*o/

where 0 represents u, v, PC and 0 i @ is the value at the initial time;
and K is 0.04 for the 7L AWSPE. The value at the boundary (grid row 1) is

.. maintained at the initial value throughout the forecast period. Thus, the
*" rows near the boundary are continually nudged towards the initial boundary
*. values.

12.5 Thermodynamic Forcine

Thermodynamic forcing in L ANSPE model is the same as the 6L haUP
* (Part I, Section 3.5). As before, the only forcing is due to the eddy flux of

heat from the ocean surface.
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12.6 Horizontal Smoothing.

The L WSPE model can use two additional forms of smoothing besides
the smoothing included in the finite-difference formulation of the model. The
first, which is always used, is the diffusive space smoother given by Shuman
(1977). The plan of this smoother is

-- (12.31)

'II

where p is chosen as 0.98 for the 7L ANSPI. That is, each variable is
smoothed by applying the above plan at each grid point. The weight at the
central grid point where the smoothing result in added to the original value
is given by 2_1 . Other weights are as specified in the plan.

The second form is applied below 20H. This smoother is the tendency
truncation is given in Section 3.6 of Part I.

12.7 Time Smoothing.

Because the model uses leapfrog time differencing scheme, a time
smoother is applied to control time splitting. The time smoother has the form:

(n)_ fn f+t (12.32)

where w represents the variables u, v, 6, and P. , n represents a given time

level, and a - 0.075.

12.8 Computation of Omega

Omega (w) is diagnosed for use by forecasters and applications program.
The model does not use the w value in any way. 8Sigma dotO () is the
model's vertical notion parameter.

is computed directly using
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or in finite difference form

The value of w is then averaged over a 2-h period (6 time steps for
which At - 1200 a) before output. ior instance, the value =validm at the
3-h forecast point would be an average from l+20 to 3+20.

12.9 Comutation of the Geopotential Height

Unlike the IL AWSP3, the 7L AWI does not use the simple
finite-difference form of the hydrostatic equation (i.e. (3.9)) used by the EL
AII to compute the geopotential height. Instead the 7L AUSP3 uses a
technique very similar to the one given by Phillips (1974). Phillips
technique was modeled after Arakeaas (1972) energy conserving vertical

* integration technique. We will only sumearize the basic technique here.
Phillip (1974) and Brown (1974) gave a more detailed description. First we

* define

k-I k 12* 4
-IA =" -1

where A is the separation between sigma levels k and k+l, see Fig. (12.1).

* ezt define

a - (12.35)

A

t (12.36)

A

where the hat ( ) denotes a variable at the whole level, while the absence of- the (A) represents a variable at the intermediate levels andris pressure at
the op of a given siga domain. Now the gepotential can be Ov uted as

'.'. follows:

a- . Forecast p from (12.12) ten determine
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ii' Figure 12.1. Generalized depiction of variable location for Computing the
geopotential height using the method given by Phillips (1974).
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A A
+ p a (12.37)

b. Compute Zxner's function for the whole level.
A

(F)c ; K R/CP (12.38)rk 0~-

c. Compute 7r k frcom

* AJ+ A1+C

7 1 k Pk.1 (12.39)

d. Compute predicted values of e kfrcom the predicted values of 9 and e +

9k E ~ k 1~ (12.40)

This formulation conserves e2

e. Determine * from

+,-~k1 4 ik ij, z ai~ J W + O rr} (12.41)

where is the sur face value of the geopotential.

f. Finally, determine the geopotential. k-2,3,...,g from
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k - (k+1)ek  (12.42)

The above technique is used in 7L ANSPI routine GEOPTL which was adapted

from MC's 7L PE routine GEOP7L.

12.10 Dry Convective Adjustment.

The 7L ANSPE model applies a dry convective adjustment procedure to
maintain model stability. If this procedure is not used, the phase speed of
internal gravity waves becomes unstable (complex) when superadiabitic
conditions exist.

The procedure used to apply the dry convective adjustment was taken
directly from the 34C ?L PE model software. A similar procedure is outlined
in Haltiner and Williams (1980) and will be repeated here. Both of the
schemes conserve total potential energy; that is,

fz T C~Td -2 PE rIp (12.43)C p6Tpdz R 6Tp

where T and B represent the top and bottom of the unstable layer,
respectively. Physically, dry convection develops whenever the lapse rate
exceeds the dry adiabatic value. This transports heat upward until a neutral
lapse rate results. Thus, potential energy is converted to kinetic energy
which is eventually converted into heat. The result is a total energy
redistribution of potential temperature.

The 7L ANSPE essentially uses a formulation similar to (12.43) to solve
for the energy conserving readjustment of temperature. For one unstable layer
between levels k and k+l, (12.43) can be written as

/C 1000R//C ) 112.44)

(T + 6Tk --10, P (Tk,1 * 6T(24

where

= _ -6T I (12.45)6T 6 k +
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Thus (12.44) and (12.45) can be solved for 6Tk and 6Tk 1 to get the dry
convective adjustment to the temperature field. A very similar technique is
applied at all levels in the 7L ANSPE model to ensure no superadiabatic lapse
rates are allowed to exist.

12.11 Fourth-Order Versus Second-Order Differencing.

The 7L ANSPE can use either fourth-order gr second-order finite
differencing for the advection terms in the equations of motion. Campana
(1978) found that fourth-order differencing greatly improved forecast
accuracy. Table 12.1 presents his results and demonstrates the expected
improvement in the fourth-order version of the 7L AWSPE as compared to the
second-order version.

Table 12.1 contains the 500-mb RUS vector wind error and 500-mb mean
RMS temperature error at 48h. Note that the fourth-order 1-bedient 7L PE
verifies almost as well as the (then operational) second-order half-bedient
NC 7L PE. The improved forecast accuracy of the fourth-order NNC 7L PE (a
moist version of the 7L AWSPE) is impressive when compared to the N 6L PE (a
moist version of the 6L ANSPE).

Haltiner and Williams (1980) showed fourth-order differencing improves
phase speed accuracy for waves whose length is 4 to 12 grid increments (DX)
for the simple advection equation. Here DX refers to the separation between
adjacent grid points in the model (1-bedient for the 6L and 7L AWSPE models).
Thus, the improved forecast accuracy found in Campana's (1978) fourth-order
results was due to improved forecasts of phase speeds for wavelengths of four
grid increments and larger.
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Table 12.1. Fourth-order Versus second-Order finite differencing forecast
accuracies for selected cases (CaMpana, 1970)

OPNL
N14C Second Order NC Fourth Order NMC

M4EAN 500-mb (48-h) 6L PE UL PE 7L PE
EMS Vector (1-bedient) (1/2-bedient) (1-bedient)
Wind Error (m a-1)

1000 ub 9.53 7.67 7.82

500 ub 11.13 8.66 8.89

300 mb 16.26 12.77 13.04

100 mb 8- .13 8.27

Mean (48-h) RIGS
500-mb Teq~.rature Error (0C)

1000mb 3.76 3.13 3.16
500mb 3.06 2.51 2.56
300mb 3.08 2.57 2.59
100mb -- 3.46 3.53

*Cases were: 9 Jan 75 121, 11 Jan 75 001, 21 Feb 75 001, 5 Doc 76 121,
1 Jul 77 001.
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13. THE 7-LAYER ANSPE MODEL MARCHING PROCESS.

The finite-difference equations for the second-order model are solved
in the following manner. For the fourth-order model replace (12.9) through
(12.12) with (12.13) through (12.16). Given initial values for u, v, o,
and Pafuture values of these variables are computed using (12.9) through

* (12.12). To apply pressure-gradient averaging, the future values of P0 and 6
*must be computed before the pressure-gradient force can be calculated.

Thus, ; is computed using the method given in Section 12.3. Then P. is
forecast from (12.12), and 0 is computed using (12.11). The pressure at all
levels is computed for the future time step N+1 (where N represents an
arbitrary time step) by summing P0 downward from the top level (0), where p -
50 mb. Now Exner's function, w , at N+1 is computed from

(PRIC
O _/(13.1)

p0

where po - 1000 mb. The technique given in Section 12.9 is then used to
compute the heights, z, at the intermediate levels for time N+1 given the
terrain height at level 7. Finally, the pressure-gradient force can be
computed from the values of z and w at times (N-1, N, N+1) using (3.12).
Then (12.9) and (12.10) are solved for the values of u and v at time step
N+l. We repeat this process in time until the desired forecast length is
reached. After the first time step, a centered finite difference scheme is
used for the time derivative. Because pressure-gradient averaging is used in
the model, a time step of 1200. is permitted for the second-order version.
For the fourth-order version the time step must be reduced to 900s. For the
first time step, both models use a forward-finite-difference scheme. A

forward scheme is also used for surface drag and sea surface heating terms.

14. INITIALIZATION.

The initialization process is detailed in Shuman and Hovermale
(1968). This process for the 7L ANSPE is identical to that given in Section
5, Part I, with two exceptions. First, data from the AFGMC High Analysis
Model (HIANAL) at 50 mb are used to compute values for the top layer of the
model. Values in the top layer of 6L ANSPE model are chosen in a more
arbitrary manner. Second, the nonlinear balance equation is used vice the
linear balance equation in Part I.

15. OUTPUT FIELDS.

The 7L ANSPE model produces the same pressure-coordinate data base as
the 6L ANSPE (Section 6). The technique used to convert 7L ANSP
sigma-coordinate forecast fields to the pressure-coordinate data base is also
identical to that used by the 6L ANSPE (Section 6).

p.
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16. A DESCRIPTION OF THE SUBROUTINES AND MAJOR ARRAYS USED IN THE 7-LAYER
AWSPE PROGRAM.

In this section we describe the subroutines used in the 7-Layer AWSPE
program. Then we present a description of the major common blocks and arrays
used throughout the model. This section is intended for those requiring a
more detailed knowledge of the 7L AWSPE. Further explanation of the actual
details of the model can be found in the in-line program documentation. Figs.
16.1, 16.2, and 16.3 give the 7L AWSPE model subroutine flow diagram. The
numbers represent the order in which the individual routines are called. The
basic functions of each subroutine are given below.

PEFCST- The main routine or driver for the 7L ANSPE model. It sets
constants, reads #SETC information, inputs the initial data on sigma
coordinates from absolute PEINIT, produces the desired forecast, and
outputs the forecasts to files for conversion to the
pressure-coordinate data base.

BALNCZ- Computes the u and v components of the wind from the sigma surface
geopotential using the nonlinear balance equation.

BALUV- Computes the wind from the height and Exner's function on a sigma
surface using the nonlinear balance equation.

BNDRY- Computes the u and v boundary conditions by applying the "diffusive
nudge* boundary conditions. (Section 12.4).

BTDRY- Computes the 8 and P. boundary conditions by applying the

"diffusive nudge" boundary conditions. (Section 12.4.)

BNDSET- Computes the Laplacian of the the initial boundary values (6 grid

rows). These values are used by subroutine BNDRY to compute the
"diffusive nudge" lateral boundary conditions. (Section 12.4).

DIAG - Computes all diagnostic energetics.

DIV- Computes the divergence on the earth. This diagnostic information is

not used by the 6L AWSPE model.

DRY- Applies dry convective adjustment to the forecast potential
temperature field. If S above is less than 0 below, then the

scheme adjusts the two potential temperatures to produce a neutral
lapse rate. (See Section 12.10)

FCST- Forecast module driver. This routine forecasts future values of u, 0,
v, and Pa using centered time differencing with a time step of 2
*DT seconds (where DT-1200 s for second order and DT - 900 s for

fourth order). Forecast is computed on a polar stereographic

projection.
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Figure 16.1. The subroutine flow diagram for the
Lower Portion of the 7L AWSPE Model.
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FCSTUV- Given the tendency values computed by UVFCST, it forecasts u and v at
the next time step. It then adjusts the boundary values and applies
space and time smoothing.

FILERR- This is an I/0 error termination routine.

FIXARR- Switches the overlap areas of each Data-Bank for the potential
temperature array (THETA). That is, it stores rows 27 and 28 from
D-Bank 1 into rows 31 and 32 in D-Bank 2. It then store rows 33 and
34 from D-Bank 2 into rows 29 and 30 in D-Bank 1.

FIXCON- Switches the overlap areas of each D-Bank for the land-sea indicator,
the sea surface temperature, the drag coefficient, the map factor,
and the Coriolis parameter. Same as FIXARR for the sea surface
temperatures, the drag coefficient, the map factor, and the Coriolis
parameters.

FIXPHI- Same as FIXARR only for the geopotential height field.

FIXNURK- Transfers values from the left side (3-33, 34) of that portion of the
work array where J-31, 61 to the right side (3-29, 30) of the work
array where 3-1, 30. Values are then transferred from the right side
(3-27,28) of that portion of that work array where 3-1,30 to the left
side (3-31, 32) of that portion of the work array where 330,61.

FIXUV- Switches the overlap areas of each Data-Bank for the u and v wind
component arrays. It stores rows 27 and 29 from D-Bank 1 into rows
31 and 32 in D-Bank 2. It then stores rows 33 and 34 from D-Bank 2
into rows 29 and 30 in D-Bank 1.

FXPSIG- Sam as FIXARRE, except for the PO array.

FXSDOT- Same as FIXARt, except for the -& array.

GEOPTL- Computes the geopotential height field at all levels for a given
time. The method used here follows from Brown (1974) and Phillips
(1974), see Part II, Section 12.9. This method was first developed
by Arakawa and an example of the procedure Is given in Arakawa
(1977). The code used here follows directly from HNC's subroutine

GNOP7L.

GOPTL1- Same as GRDPTL except it computes the geopotential height for a
single grid point.

GUOPTL2- Computes the geopotential height field at all levels for a given
time. (Section 3.9).

GRAPH- Diagnostic program that prepares a graph of the 7L ANSP3 model
kinetic energy amplification with respect to time. This is a
diagnostic routine only.

sso
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NEAT- Computes the only diabatic term used by the 7L AWSPE. Sea surface
heating is parameterized using the specification given by Shuman and
Hovernale (1968). Other diabatic forcing terms could be added here.
(Section 12.5).

INITIAL- Reads the initial data file produced by absolute PEINIT. For a
normal *XQT the initial data is stored on file 10. Otherwise files
L3R and 99 are used as the current and current minus one time steps
in order to start with leapfrog time differencing. The initial
fields are on the sigma coordinate system shown in subroutine FCST.
The routine does the following: First, It determines whether this is
a restart or a forecast starting from time 0. Next, the data are
retrieved and stored in the proper arrays. The subroutine calls
GUOPTL to compute the height field in preparation for the first time
step. Finally, diagnostic output fields are generated, if requested.

INITL2- Initializes the model with Rossby-Iaurwitz waves to test the model
numerics. Many other initializations are available in this test
routine. This is only a test routine.

KPCAL- Computes the product of the kinetic energy and the map factor for use
in UVFCST. Place the result in 3 (1, 1, 1, k). Computes the
pressure gradient force for UVFCST.

LDBNKl- Sets the D-Bank pointer or Bank Descriptor Index (BDI) to D-Bank 1.
The arrays in common blocks FIBLDI and FIELD2 are mirror images of
one another. Common block FIELDI contains all arrays that are mapped
into D-Bank 1 and common block FIRLD2 contains all arrays that are
mapped into D-Bank 2. The array names in FIELD2 are treated as dummy
names and are never referenced by the model, but the storage
locations are used by changing the Bank Descriptor Indicies (BDI)

.7 -through calls to LDBUKI and LDBNK2.

LDBNK2- Same as LDBMI except it sets the BDI or D-Bank pointer to D-Bank 2.

NFN02- Smooths the wind field after it is nonlinearly balanced to the height
field.

OBDOT- Applies the old GL ANSPD model lateral boundary conditions to 0 and p
(Section 3.4). This routine is used during the initialization
process.

OLBDTI- Same as OBDST except this routine is used during the 7L AUSPS model
marching process.

OLDBRY- Applies the old 6L AMSPE model lateral boundary conditions. These
conditions are applied to u and v in this routine. (Section 3.4).

ONMGA- Computes ONGA for use by applications programs and AGWC/WF
forecasters. This is a diagnostic routine only. See section 12.8.
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OUT- Displays a 53 X 57 array. One half of the array will be displayed
per page. If less than 7 levels are requested, the routine outputs
starting from the bottom level.

OUTPUT- Checks to see if it is time to store into the data base files. Every
three hours, data will be stored in the files. Every 12 hours,
either P912, P324, P336, or P348 will be started to store the data
into the pressure-coordinate data base.

PICAL- Computes Exner's function at the intermediate vertical levels using
(12.37). This technique helps to conserve energy in the calculation
of the pressure gradient force.

PRES- Computes the pressure of each point on the sigma surface.

PSGFCT- Forecasts P. at the next time step from the tendency value which is
computed by PSIGNA. The boundary values are adjusted and the
forecast values are time smoothed.

PSIGNA- Computes the tendency of P. for the model troposphere and
stratosphere. P. is a constant (50mb) in the (one-layer) boundary
layer. To compute p0 , we use (12.12) or (12.16) from Section 12.1.

SHTBDY- Applies the old GL AWSPE model boundary conditions. Here, these
conditions are only applied to the terrain heights to prevent noise
on the boundaries caused by variable terrain at the boundary. See
Section 3.4.

SIGDOT- Computes the sigma coordinate vertical motion, c at time -W for use
in the tendency equations. (Section 12.3.)

SMOOTH- Smooths array AN1 (time level N -1) and then adds the result to
array ANP1 (time level o+1). Space smooths the S andp a fields.
(Section 12.6).0

SMTHUV- Sam as SMOOTH except for u and v.

START- This routine is called by main program PEVCST to retrieve the @SETC
information. The many *S3TC options available are given in Table
16.1.

STARTF- Sets the basic parameters for the 7L ANSP3 model, e.g., time step,

gas constants, gravity, etc.

THETAF- Computes potential temperature tendency from (12.11) or (12.15).

THFCST- Computes the potential temperature at the next time step given the
tendency from THETA?. The forecast values are space smoothed.
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TABLE 16.1 Start Options for the 71, ANSPE Model.

FUNCTION SETIC
"BITSM BIT HN STATE

BIT (1-36) (0-35)

13 12 1 Us* 47*51 Fields to Initialize

*13 12 0 Use 53*57 Fields to Initialize

13 13 1 Contingency 72 to 96HR Forecast

14 13 0 No 72 to 96HR Contingency Forecast

1514 1 Diagnostic Print

15 14 0 So Diagnostic Print

16 15 1 Extended 48-72HR PE Forecast

16 15 0 Non Extended 48-72HR Forecast

17 16 1 Off-time P3 (06 and 182)

17 16 0 On-time PS (00 and 121)

18 17 1 update (00-06)

18 17 0 No update

19,20,21,18,19,20 3-BITS These Bits Are Used to Compute the Forecast
Start Hour

22 21 1 No Internal Start of P312, P324...

22 21 0 Do Internal Start of P212, P324,...

23,24 22,23 0 NhXTIN *46

These bits determine
23,24 22,23 1 NAXTIN *12

23,24 22,23 2 NAXTIK -24 thfoeatins

hour
23,24 22,23 3 NAXTIN 36
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THFIX- Time smooths the potential temperature and geopotential height.
Moves the potential temperature (THETA array) and geopotential height
(PHI array) forecasts into the current (N) time step. Moves
potential temperature and geopotential height from the current time
step into the last time step. This routine is called by UVPCST to
allow u and v at the future time step to be stored in the arrays
THETA and PHI after the pressure-gradient force is computed.

TII MP- Time smooths the P-Sigma array valid at tim N to avoid time
splitting. The array valid at time N is then used as the starting
point for the next tie steps that is, the N array becomes the N-1
array for the next time step.

TINSMT- Same as TIMSNP except time smoothes the potential temperature.

TIMSMU- Same as TIXMSP for the u and v wind components.

TIMSTP- Uses a centered time step to compute the N+l time step of p given the
tendency value and value at the N-1 time step.

TIMSTT- Same as TINSTP for potential temperature.

TINSTU- Same as TIMSTP for the u and v wind components.

TNDTRK- Truncates the tendencies of u, v and potential temperature below 20
degrees north.

UVCST- Computes the tendencies of u and v (12.9) and (12.10) or (12.13) and
(12.14). (Section 12.2)

We present the description of the major arrays used throughout the 7L ANSPE model
in Table 16.2.

5
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Table 16.2. List of Major Arrays Used by the 7L AWSPE Model.

Common Blocks FIELDl/FIELD2

The arrays in common blocks FIELDi and FIELD2 are mirror images of one another.
Common block FIELDI contains all arrays that are mapped into D-BANKl and common block
FIELD2 contains all arrays that are mapped into D-BANK2. The array names in FIELD2
are treated as dummy names and are never referenced in the model equations, but the
storage locations are used by changing the bank descriptor index (BDI).

ARRAY NAME DESCRIPTION

CD (53, 1, 1, 31) - CD (I, 1, 1, J) surface drag coefficient.
F (53, 1, 1, 31) - F (I, 1, 1, J) Coriolis parameter.
IMAX (31) - Maximum I index for half grid points, function of 31

J Values.
IMAX (31) Maximum I index of whole grid points, function of 31

J values.
IMINW (31) Minimum I index for whole grid points, function of 31

J values.
JMAX - Maximum J index for half grid points.
JMAXM1 - JMAX-l-
JMAXM2 - JMAX-2
JMAXW - MaximumOJ index for whole grid points.
JMIN - Minimum J index for half grid points.
JMIN(31) - Minimum I index for half grid points, function of 31-

J values.
JMINW - Minimum J index for whole grid points.
JMINPl - JMIM+1
JMINP2 - J.7IN+2
JMNWP1 - JMINW+l
JMWP2 - JMINW+2
JMXWMI - JMAXW-l
JMXWM2 - JNAXW-2
PHI (53, 7, 3, 31) - PHI (I, K, T, J), hgt field For 7 vertical levels and

3 time levels. Also used to hold N+1 time levels of
u for u forecast.

PI (53, 1, 3, 31) - PI (I, 1, T, J), Exner's function for three time
levels and one vertical level.

PIVAL (3000) - PIVAL (2*PRESSURE (MB)) - Value of PI every 0.5 mb
from 5 to 1500mb

PSIG (53, 2, 3, 31) - PSIG (I, KK, T, J), p-sub-sigma for troposphere and
stratosphere and three time levels.

RLNDSE (53, 1, 1, 31) - RLDE (I, 1, 1, J), sea level indcator (0 for sea,
0.0001 for land)

RM (53, 1, 1, 31) - RM (I, 1, 1, J), map factor squared with xy overbar
applied (half grid point values)

IMAP (53, 1, 1, 31) - RMAP (I, 1, 1, J), map factor squared at the whole.
grid points.
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SDOT (53, 6, 1, 31) -SOOT (1, K-i, I, J) sigma dot for levels 2 -7,

levels 1 and 8 are zero.
SHGT (53, 1, 1, 31) -SHGT (1, 1, 1, J), terrain height times acceleration

of gravity.
THETA (53, 7, 3, 31) -THETA (1, K, T, J), potential temperature for 7

vertical levels and 3 time levels. Also used to hold
N+1 time level of v for in UVICST.

TSEA (53, 1, 1. 31) -TSEA (I, 1, 1, J), sea surface temperature (K)
(climatological values).

U (53, 7, 2, 31) -U (I, K, T, J), u time levels N-1 and N.
P (53, 1, 1, 31) -UP (1, 1, 1, J), work array for the u forecast.
V (53, 7, 2, 31) -V (I, K, T, J), v at time levels N-i.
VP (53, 1, 1, 31) -VP (1, 1, 1, J), work array for the v forecast.

COMMON BLOCK FIELD

ARRAY NAME DESCRIPTION

WORK (53, 4, 1, 61) -WORK (I, IW, 1, J+JJ), where IN is the work area,
JJin(IRALF-1)*3O, Jo1, 31, and IHALF-2 for dual bank.
version. WORK is a work array used throughout the
model.

WORK2 (53, 2, 1, 61) -WORK2 (I, IN, 1, J+JJ), additional work area.

COMMON BLOCK HALF

ARRAY NAME DESCRIPTION

IHALF -DRANK INDICATOR (1 or 2)

COMMON BLOCK PAR

ARRAY NAME DESCRIPTION

BTHICK -Thickness of the boundary layer (50 mb).
CP - Specific heat at constant pressure (CP-1004.67).
CTDX - Delta T/Delta X - 2400 s/381000 m.
DX - Delta X-381000,M.

leG - Acceleration of gravity. G-9.81 m/s.
RKAPA - Constant used in GEOPTL (l./(l.+ROCP))*(1000)***ROCP.
R -Ideal gas constant (R-287.04)

* RDLX -1/DX-l./381000(1/m).

* RDLY - /DY1I./381000(1/m).
RA - /DT-1.2400(1/s).

* ROCP -R/CP.

COHMN BLOCK IBARO

ARRAY NAME DESCRIPTION,

* IBAR -If one, run barotropic version.

If zero, run baroclinic version.
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COMION BLOCK FIXER

ARRAY NAME DESCRIPTION

KTMAX - Maximum number of vertical layers.
KTPMAX - KTNAX+1, maximum number of vertical levels.
KPHAX - Maximum number of P-sigma layers.
IHMAX - Maximum number of data banks (the maximum allowable

number is 2).

COMMON BLOCK TUNER

ARRAY NAME DESCRIPTION

AFACL6 - Pressure-gradient-averaging factor for less than 6 hours.
AFACG6 - Pressure-gradient-averaging factor for more than 6 hours.
RMul - Smoothing coefficient for latitudes less than 20N.

*.TSMTH - Time smoothing coefficient.
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17. SUNMY.

In Part II, we have discussed the numerical, mathematical, and high
level program design of the 7L AWSPE model. The 7L AWSPE is a dry version of
the NDC 7L PE described by Campana (1978).

We developed the 7L AWSPE for two reasons. First, operational
requirements dictated moving the 6L ANSPE from System V to System I. But, the
6L ANSPE could not meet operational timelines when running on System I because
of the many I/O operations required by the model. Second, IC had greatly
improved the original Shuman-Hovermale model. Campana's work made it possible
for AFGWC to run a fourth-order version of the 7L MNSPE that could produce
forecasts almost as well as the 1/2-bedient NNC 7L PR at a fraction of the
cost.

Like Campana's (1978) version of the MC 7L PE, the 7L ANJSP uses the
hydrostatic, sigma-coordinate, energy-vorticity form of the primitive
equations on a polar stereographic projection of the earth. Two finite-
difference formulations of the model exist; a second-order and a fourth-order
version. The model domain is identical to the 6L ANSPE and consists of a
rectangular area centered at the North Pole. At the outer boundary, a no-slip
boundary condition or an isothermal, unudge" boundary condition can be
applied. Terrain is included in the model through the sigma coordinate
system. Time and space smoothing are used control temporal and space noise.
The only thermodynamic forcing is the parameterization of heat flux from the
ocean surface and this is only applied at the lowest layer. Surface drag is

- parameterized and also applied to the lowest layer only. Pressure-gradient
- averaging is used to allow a longer time step.

The 7L AWSPE model initialization procedure uses the nonlinear balance
equation while the linear balance equation is used by the 6L AWSPE. The 7L
AWSPE model forecasts using a centered-time-differencing scheme. The output
fields are identical to the 6L AMSPI model.

The 7L AWSPE represents a transfer of technology from NIC to AIGC. When
implemented, the fourth-order version of the 7L ANSPS model will produce
significantly improved forecasts of height, temperature, and wind (compared to
the second-order 6L AWSPE). The second-order version of the 7L AWSPE should
perform only slightly better than the 6L AWSPE. Finally, we note that the 7L
AWSPE is a top-down structured, well documented, easily maintainable program,
whereas the 6L ANSPE is none of these.
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